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N
etw

ork Traffic (Q
4 2017)

Average volum
es 2017: 3.13PB per day for the 

IP/M
PLS netw

ork, average daily rate of 289Gbps

Average volum
es including Lam

bdas 4.79PB day 
or average data rate of 444Gbps

Science traffic grow
th: 43%

Internet traffic grow
th : 26%

N
ear Future

Infrastructure Projects: SKA, Prace, EO
SC-hub, 

global connectivity,…
Delocalisation continues –

cam
puses, data 

centres, content/service providers
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4-3 W
ork Package Structure

(2019-2022)
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Fibre
IR

U
 –

the Project

•
H

orizon 2020 SG
A(a/b)

•
G

o beyond the state-of-the-art by restructuring the backbone netw
ork 

through exploration and procurem
ent of long-term

 IR
U

s and 
associated equipm

ent to increase the footprint, stim
ulating the 

m
arket in cross-border com

m
unications infrastructure w

hilst 
decreasing the digital divide and

reducing costs

•
Im

prove the m
inim

um
 service level of the sm

aller E
uropean 

N
R

E
N

s and their users by ensuring connectivity speeds of 100 
G

bps (w
here technically and econom

ically feasible)

•
M

inim
ally 16M

€ spent on netw
ork investm

ents
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•
2018 design has been in place 
since 2012…

. W
ith very little 

change
•

Fibre ‘core’ in yellow

•
Leased capacity in black

•
Spectrum

 in green

•
PoPs

blue
circle

C
urrent G

ÉA
N

T topology



CU
RREN

T 
N

ETW
O

RK

O
n fiber: 14 countries: U

K, ES (spur), 
FR, BE, N

L, D
E, AT, CZ, SK, CH

, H
U

, IT, SI, 
H

R

PRO
PO

SED 
N

ETW
O

RK STRAW
 M

AN
The resulting fiber netw

ork -can be built “today”
-

Lim
ited uncertainty

-
Fits the requirem

ents
-

Definitely not final…

All spectrum
 (N

REN
) or Fiber (N

REN
, com

m
ercial)

(D
ublin –

IRU
 on 400G

 capacity)

O
n fiber: 24 countries: U

K, IR, PT, ES, 
FR, BE, N

L, D
E, EE, LV, LT, PL, AT, CZ, SK, 

CH
, H

U
, IT, SI, H

R, RO
, BG

, G
R, RS

In this straw
 m

an plan: CYN
et, IU

CC, 
M

A
RN

ET, M
REN

, RA
SH

, RESTEN
A

, 
U

LA
KBIM

 and U
oM

 still connected via 
the use of standard leased capacity  
(m

inim
ally 10G

E, m
ight be 100G

E by 
end of project)

Bella landing
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C
apabilities: D

ata C
entre Interconnects

•
N

ext gen of com
m

odity pluggable optics has
excellentperform

ance
•

D
ata centre style 1 R

U
 stackable form

 factor.  
•

U
p to 6 tim

es reduction in cost over traditional telecom
s equipm

ent 
architectures

•
Significant increase in density

and reduction in pow
er consum

ption
•

M
odular –

easy to scale up
•

Easy upgrade path to new
 technology

8

Loss of equipm
ent integrity –

not designed to 
be highly available as per ETSI etc.

•
No internal hardw

are redundancy
•

No in-service upgrades
•

Restricted tem
perature operation



C
urrent N

etw
ork and Services Setup (very m

uch sim
plified)

JN
PR –

M
X

960/480

Infinera DTN
-X

(O
TN

)
Infinera O

TC

IP, G
N

+, 
L2/L3-VPN

G
N

 Lam
bdas

Fiber



•
DCI provides a low

 cost transm
ission alternative to OTN boxes

•
Adding M

X204 -fits w
ell in sm

all PoPs(100G line side)

A
dding the D

C
I capability now

 –
Low

 C
ost Transm

ission

JN
PR

 –
M

X
960/480/204

Infinera D
TN

-X
(O

TN
)

Infinera O
TC

IP, G
N

+, 
L2/L3-V

PN

G
N

 Lam
bdas

Coriant 
G

roove 
(D

CI)

Fiber
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B
uilding for the Long Term

: O
pen Line System

C
urrent closed 

interop m
odel

11

Long-term
 vision.  But 

open standards and 
m

anagem
ent under 

developm
ent

M
edium

 term
 

solution.  Open 
access, single 
m

anagem
ent 

plane for OLS
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•
A

llow
s for fast technology cycles in layers above the am

plifiers and W
S

S
. 

•
A

lien w
aves allow

 transponders from
 m

ultiple vendors to operate on a single line system
.

•
S

till benefit from
 a single vendor providing end-to-end optical m

anagem
ent: C

hannel &
 

span equalization, D
C

N
 connectivity (O

S
C

), A
LS

, A
larm

 reporting ect.

12

O
pen Line System

ILA
R
O
AD
M

R
O
AD
M

ILA

OLS gives flexibility



•
Open Line System

 as foundation for evolution –
“optics independent” 

•
Infinera DTN-X not easily com

patible
•

Spectrum
 services!

•
Reciprocal: w

e w
ill also use spectrum

/alien w
aves on others’ system

s

Im
plem

enting the O
pen Line System

JN
PR –

M
X

960/480/204

Infinera DTN
-X

(OTN
)

O
pen Line 
System

IP, GN
+, 

L2/L3-VPN

GN
 Lam

bdas

Coriant 
Groove 

(DCI)

Fiber

X ?
GN Spectrum

 Services
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GÉANT Packet Layer Evolution
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•
Three tracks for investigation:

1.
D

eploy high-density line cards in existing platform
 to support 

the traffic grow
th

2.
Find an alternative and cost-effective solution to replace 
existing platform

 w
ith another vendor equipm

ent or platform
 

from
 sam

e vendor.

3.
D

isaggregated solution -W
hite box and third party N

O
S
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W
hy Disaggregate?
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Do w
e really need 12 m

illion lines of codes to m
ove packets betw

een NRENs/Cam
puses?

•
D

isaggregation of softw
are m

eans the control plane can be split, sim
plified, 

m
ade m

odular 
•

W
e can choose to only develop / deploy w

hat is necessary for the required function
•

Sim
plify core and have feature rich edge

•
Focus on m

ost m
inim

alistic, sim
ple and m

odular approach
•

Apply R
FC

1925 Truth 12 to the netw
ork and protocols

Perfection has been reached not when there is 
nothing left to add, but when there is nothing left 
to take away



•
L2 solution: specific services –

control plane/service creation/m
anagem

ent challenge
•

Sim
plified:
•

Services can build on each other (IP on GN
 Lam

bda on Alien Spectrum
…

. Then the picture 
becom

es less sim
ple)

•
O

pen Line System
: O

ptics m
ay be pluggables/DCI/transponders

Im
plem

enting the O
pen Line System

 –
sim

plified picture

JN
PR –

M
X

960/480/204

L2 
solution

(Transponders
+)

O
pen Line 
System

IP, GN
+, 

L2/L3-VPN

GN
 Lam

bdas, L2 services

Fiber

GN Spectrum
 Services

Control plane / N
O

S
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N
o Vendor 
Lock in

Extrem
e 

Flexibility

Low
est C

apex

Least Support 
if breaks

Low
 C

ost 
H

ardw
are

Easier to 
D

eploy

H
igher 

Softw
are 

C
ost

Potentially 
Locked in to 

Softw
are 

Vendor

Least new
 

skills to 
learn

“O
ne Throat 

to C
hoke

Vendor Lock 
in and Least 

Flexible
H

ighest 
C

A
PEX

Increased 
Flexibility

H
igh C

ost 
Proprietary 
H

ardw
are

R
equires 

Specific 
Talents

D
ecreased 

Vendor Lock 
in

Source: http://packetpushers.net/sim
plified-approach-sdn-netw

ork-disaggregation/
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Future Proofing the Netw
ork Softw

are Setup -OSS?



w
w

w.geant.org

Com
posed Services

…

Provision

M
onitor/

Assure

Report
O

ther GÉAN
T 

m
anaged services

GÉAN
T 

IP

Peering
GW

S

IN
TERDO

M
AIN

N
REN

 services
Com

m
ercial / 

Project Services

O
rchestrators/APIs (O

penN
SA**)

VM
s

N
etw

ork Services H
elicopter View

 
G

N
4-3 2019 –

2022 –
C

O
R

E N
ETW

O
R

K
 C

EN
TR

IC

Exposable N
etw

ork Services

GÉAN
T Lam

bda

Spectrum
 variants

P2P Transport

L3VPN

GÉAN
T O

pen

GÉAN
T M

D-VPN

…

DTN

M
ore O

rchestrators

VM
s

AW
S

M
icrosoft

……

W
ifiM

O
N

SERVICE U
SERS: N

REN
S, Projects, Peers

This obviously w
ill need 

to be aligned w
ith 

broader scope GN4-3
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R
F 1925 –

N
etw

orking Truths

•
(5) It is always possible to agglutenate

multiple 
separate problems into a single complex 
interdependent solution. In most cases this is a bad 
idea.

•
(6) It is easier to move a problem around (for 
example, by moving the problem to a different part of 
the overall network architecture) than it is to solve 
it. 
•
(6a) (corollary). It is always possible to add another 
level of indirection.



w
w
w.geant.org

Sum
m
ary
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•
Fiberinvestm

ent w
ill change reach and capabilities

•
N

etw
ork overhaul required

•
C

om
plexity increases, m

uch m
ore reliance on softw

are capabilities
•

Services w
ill need to be developed w

ith interdom
ain/custom

er in m
ind
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