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Major objectives:
Measurement capability: A whitebox instrument with 
scalable processing capabilities on network flows at up 
to 100Gbps line rate;
Programmable: Software defined measurement 
framework that allows creating measurement tasks and 
making queries;
Privacy preserving: privacy oriented algorithms to report 
measurement results while protecting user flow privacy;
Analytics: Analysis and visualization of measurement 
data to provide insights to network operations.

Overview of IRNC AMIS Project
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Overview of AMIS Framework
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Measurement Substrate

• Distributed instruments
• Programmable measurement instrument box
• Optimized hw/sw system for up to 100Gbps
• Flexible to implement and deploy new functions
• Support differential privacy on flow analysis

Measurement Control plane

• Equery language to compose measurement functions
• Web interface for user interaction and data visualization
• Restful APIs 



Why Another Measurement Box?
A Comparison with PerfSONAR
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Differences AMIS PerfSONAR
Measurement 
method

Passive 
(do not generate 
traffic)

Active 
(generate traffic)

Real-time Measure flows in 
real-time

Has no visibility of 
real-time flows

Flow granularity Yes No
100Gbps Yes Yes
Privacy preserving Yes No
Support event driven 
measurement

Yes ?
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Current Deployment of IRNC AMIS
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As of June 2018

AMIS Demos @ SC16, SC17, TNC18, SC18 
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The Box
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A whitebox and open source software 
• Multicore x86 server with 100Gbps NICs (Mellanox)
• DPDK + AMIS software modules
• Measurement functions an run in a VM

Measurement functions
• Top 10 flows
• Netflow generation
• Header-only stats: e.g. pack loss, TCP window size
• Packet tracing
• new ones can be created

Measurement Instrument and Functions
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The Setup for Traffic Feeds
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Dell PowerEdge R740

Mellanox CX556A-ECAT

Dell Z9100

1
Mellanox MCP1600 3M

3

PRE-QSFP-LR4 Transceiver

Management Port 1G

Traffic Source

PCIe 3.0 X16 Slot 

Port Mirror

iDRAC

100G Link

CPU: 2 Intel Xeon Gold 6128 3.4G, 6C/12T
Memory: 2X16GB RDIMM, 2666MT/s

100G Link

(Or TAP)
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Overview of AMIS Software Framework
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Plugin 
Management

Web-based 
Network Data 

Visualization and 
Analytics

Privacy 
Protection

AMIS 
Measurement 

Functions

UTEP
1. Configure and manage 

measurement tasks
2. Annotate instrument data 

with auxiliary data for 
analytics

3. Provide data visualization and 
analytics to support network 
management

UKY
1. Config management
2. Dispactch mtask to AMIS nodes
3. Query processing on netflow

records

UMB
1. Syntactic Privacy
2. Differential Privacy with 

BigData tools

UML
1. packet loss detection
2. packet count
3. flow volume calculation
4. netflow generation
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An event driven declarative language
Language spec: SQL like with network oriented 
primitives

Equery Language for Network Measurement
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Example: troubleshooting DTN traffic

Node1 Node2

10.0.0.1:22 10.0.0.2:33

Query 1: ploss_byte 

Query 2: total_byte Query 3: total_byte 

Event 1: ploss_byte > K1

Event 2: total_byte < K2

Event 3: total_byte < K3

Query 4: tcp_win 
Event 1

Event 2
Event 3

one triggered by another, and thus avoid manual interven-
tion.

TABLE I
The Equery Syntax

Name Format and Attribute
Atomic Equery qName: select selField groupby hdr-

Field where whereCond when when-
Cond;

Composite Equery a list of Atomic Equery
selField hdrField

aggrField
hdrField Ares measurement fields from

key≠value pair in cuckoo hash table
aggrField count(hdrField)

sum(hdrField)
avg(hdrField)
max(hdrField)
min(hdrField)

whereCond boolean expression of hdrField
whenCond boolean expression of whenField
whenField qName.selField

1) The Equery Syntax: The syntax of Equery is sum-
marized in Table I. For more details of Equery, we refer
readers to [12].

A select clause is used to express what data the user
wants to query. Here the arguments are defined as mea-
surement fields, including the fields of a packets header,
as well as the aggregated fields.

A where clause applies the boolean expression to fil-
ter the query results. Only those packets satisfying the
boolean expression will be analyzed for statistical pur-
poses.

A groupby clause is used together with an select clause
to collect measurement data across multiple fields and
group the results by one or more columns.

A when clause is employed to impose a event trigger on
a query. A query driven by a when clause will be executed
once the event (described as boolean expression) happens.
With when clause, Equery uniquely distinguishes it self
from the conventional measurement tools, for example,
pmacct and argus.

2) The Equery Examples: We present two Equery ex-
amples to illustrate how to use Equery to describe mea-
surement tasks. The first one is an atomic Equery, and the
second one is an event-driven composite Equery.
Example 1: Atomic Equery

• q1: select count(src addr), dst addr groupby
dst addr where node id=NodeX;

This example can be used to count the number of sources
for each destination, and hence detect the possible DDOS
attack at NodeX.
Example 2: Composity Equery

As shown in Fig. 6, in order to detect packet loss
between two Data Transfer Nodes (DTN) and the root
causes along the path from Host A to Host B, we can
describe the process as follows.

Node1 Node2

10.0.0.1:22 10.0.0.2:33

Query 1: ploss_byte 

Query 2: total_byte Query 3: total_byte 

Event 1: ploss_byte > K1

Event 2: total_byte < K2

Event 3: total_byte < K3

Query 4: tcp_win 
Event 1

Event 2
Event 3

Fig. 6. Example network for event mechanism.

• q1: select ploss byte where src addr=10.0.0.1,
dst addr=10.0.0.2, src port=22, dst port=33, pro-
tocol=TCP, node id=Node1;

• q2: select total byte where src addr=10.0.0.1,
dst addr=10.0.0.2, src port=22, dst port=33, pro-
tocol=TCP, node id=Node1 when q1.ploss byte >
K1;

• q3: select total byte where src addr=10.0.0.1,
dst addr=10.0.0.2, src port=22, dst port=33, pro-
tocol=TCP, node id=Node2 when q2.total byte <
K2;

• q4: select tcp win where src addr=10.0.0.1,
dst addr=10.0.0.2, src port=22, dst port=33, pro-
tocol=TCP, node id=Node2 when q3.total byte <
K3;

After the query q4, we check to see if the TCP window
size is the root cause of packet loss. If so, we can start
to tune the relevant parameters of system settings in the
DTNs.

III. Evaluation
In this section, we evaluate the performance of Edison.

In particular we focus on the performance and scalability
of Ares as Equery has been used in experimental oper-
ations of the international research networks. We expect
to show the performance boost of Ares over argus and
pmacct on measuring high speed network tra�c up to
100Gbps. The evaluation metric is packet receiving rate
(PRR), which is proportional to the sustained throughput.

A. Experiment Platform and Methodology
We employ two identical Dell Power Edge R730 servers

in the experiments. Each server contains two Intel Xeon
E5-2643 6-core CPUs @ 3.4GHz that reside separately
on 2 sockets (socket #0 and #1) connected with Intel
QuickPath Interface (QPI). Both servers are equipped
with a single Mellanox ConnectX-4 EDR 100GbE NIC on
the socket #1 over a PCIe x16 slot. The aforementioned
two NICs are connected back-to-back via a QSFP-28 cable
for testing purpose. We set one server as the TX server for
packet generation and the other server as the RX client for
the Ares performance testing.

EQuery: Enable event-driven declarative queries in programmable network measurement, Ran Y, et al. 
2018 IEEE/IFIP Network Operations and Management Symposium, April 2018
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Differential privacy algorithms
Hbase Hadoop cluster

Privacy Preserving Modules
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Traffic Matrix Visualization
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AMIS Demo
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Q&A
• https://acanets.uml.edu/amis/
• Yan_Luo@uml.edu
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Thanks !


